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Abstract—The solution of a long-term security-constrained unit commitment (SCUC) problem, which often spans several months to a year, may consider multiple long-term fuel and emission constraints in addition to operating constraints embedded in short-term SCUC. The size and the complexity of long-term SCUC are often beyond reasonable computing time and resources. Hence, Lagrangian relaxation is applied in this paper to manage coupling constraints over the entire period. Based on dual relaxation, the large-scale optimization problem is decomposed into many tractable short-term SCUC subproblems without long-term fuel and emission constraints. The resource penalty prices are linking signals for the coordination of subproblems. The short-term SCUC may be solved by any numerical optimization methods, including mixed integer programming and Lagrangian relaxation. A hybrid subgradient and Dantzig–Wolfe decomposition approach is presented for managing Lagrangian multipliers in the large-scale dual optimization of long-term SCUC problem. The proposed hybrid approach is a tradeoff between calculation speed and accuracy of the long-term SCUC solution. A modified IEEE 118-bus system is analyzed to exhibit the effectiveness of the proposed approach.

Index Terms—Dantzig–Wolfe decomposition, Lagrangian relaxation, mixed integer programming, pseudo unit cost curve, resource penalty prices, security-constrained unit commitment (SCUC), subgradient method.

NOMENCLATURE

\[ CP_{itp} \] Fuel contract price of unit \( i \) at time \( t \) at weekly interval \( p \).
\[ DR_i \] Ramp down rate limit of unit \( i \).
\[ E_i(\cdot) \] Emission function of unit \( i \) (type \( ET \)).
\[ E_{i,\text{max}} \] Upper limit of emission of unit \( i \) (type \( ET \)).
\[ E_{p,\text{max}} \] Upper limit of emission of unit group \( p \) (type \( ET \)).
\[ F_{c,\text{add}}(\cdot) \] Production cost function of unit \( i \) at time \( t \) at weekly interval \( p \).
\[ F_{u,\text{min}} \] Lower limit of fuel consumption of unit \( i \).
\[ F_{u,\text{max}} \] Upper limit of fuel consumption of unit \( i \).
\[ F_{u,\text{min}}(\cdot) \] Upper limit of fuel consumption of unit group \( m \).
\[ F_{u,\text{min}}(\cdot) \] Upper limit of fuel consumption of unit group \( m \).
\[ i \] Index for unit.
\[ I_{itp} \] Commitment state of unit \( i \) at time \( t \) at weekly interval \( p \).

Index for line.
\[ m, n \] Index for unit group.
\[ NG \] Number of units.
\[ NM \] Number of fuel groups.
\[ NN \] Number of emission groups.
\[ NP \] Number of periods under study (52 weeks).
\[ NT \] Number of hours at each weekly interval (168 h).
\[ p \] Index of weekly interval.
\[ P_{itp} \] Real power generation of unit \( i \) at time \( t \) at weekly interval \( p \).
\[ PD_{itp} \] System demand at time \( t \) at weekly interval \( p \).
\[ PL_{itp} \] Power flow on line \( l \) at time \( t \) at weekly interval \( p \).
\[ PL_{itp} \] Power flow on line \( l \) at time \( t \) at weekly interval \( p \).
\[ P_{O,\text{add}} \] Operating reserve of unit \( i \) at time \( t \) at weekly interval \( p \).
\[ P_{O,\text{add}} \] Operating reserve of unit \( i \) at time \( t \) at weekly interval \( p \).
\[ SU_{itp} \] Startup cost of unit \( i \) at time \( t \) at weekly interval \( p \).
\[ SD_{itp} \] Shutdown cost of unit \( i \) at time \( t \) at weekly interval \( p \).
\[ SF_{itp} \] Startup fuel consumption of unit \( i \) at time \( t \) at weekly interval \( p \).
\[ SD_{itp} \] Shutdown fuel consumption of unit \( i \) at time \( t \) at weekly interval \( p \).
\[ SU_{ET,\text{add}} \] Startup emission of unit \( i \) at time \( t \) at weekly interval \( p \) (type \( ET \)).
\[ SD_{ET,\text{add}} \] Shutdown emission of unit \( i \) at time \( t \) at weekly interval \( p \) (type \( ET \)).
\[ \tau \] Index for time.
\[ T_{\text{up}} \] Minimum Up time of unit \( i \).
\[ T_{\text{dr}} \] Minimum Down time of unit \( i \).
\[ U_{\text{du}} \] Ramping up rate limit of unit \( i \).
\[ VP \] Optimal value of original problem.
\[ VLR \] Optimal value of Lagrangian relaxation function.
\[ VLD \] Optimal value of Lagrangian dual function.
\[ VPR \] Optimal value of LP master problem.
\[ VSP_{p} \] Optimal value of subproblem at weekly interval \( p \).
\[ RC \] Reduced cost.
\[ X_{\text{off}} \] OFF time of unit \( i \) at time \( t \) at weekly interval \( p \).
\[ X_{\text{on}} \] ON time of unit \( i \) at time \( t \) at weekly interval \( p \).
I. I NTRODUCTION

Available, affordable, and clean sources of energy are viewed as a prerequisite for economical strength in any industrialized society. The emission allowance is becoming more momentous as a resource constraint (upper limit) in electricity restructuring when the national economy relies increasingly on a complex and interdependent energy infrastructure. The possibility of replacing coal and oil burning plants with natural gas plants (e.g., combined cycle units) could greatly improve the sustainability of forests, waters, and farmlands, which are negatively affected by acid deposition. The long-term solution with fuel and emission constraints and its coordination with security-constrained unit commitment (SCUC) could represent interactions among electricity market, fuel market, and environment [1].

In restructured markets, including the PJM interconnection, the New York market, and the U.K. Power Pool, market operators have the authority and responsibility to commit and dispatch system resources and curtail loads for maintaining the system security, simulate and determine optimal operating strategies, disseminate information on locational marginal prices (LMPs) and congested lines for generation resource and transmission expansion planning, and coordinate maintenance scheduling of generating units and transmission lines for security purposes. These functions signify the coordination between short-term (e.g., daily or weekly) and long-term (e.g., monthly or yearly) SCUC solution strategies. In order to accurately realize these functions in competitive markets, the following input data are to be solicited by market operators for running SCUC:

- chronological hourly loads and generation biddings;
- physical characteristics of generating units and transmission components (i.e., lines and phase shifters);
- transmission security requirements;
- load curtailment contracts;
- fuel availability and constraints;
- emission allowance and constraints.

SCUC solves a nonconvex mixed integer optimization problem for accomplishing a secure and economical generation scheduling task in restructured power systems. The task is realized by minimizing the total operating cost of supplying hourly loads and startup/shutdown costs of generating units while satisfying temporal generation and transmission constraints. SCUC is a centralized unit commitment decision that utilizes individual participants’ submitted bids. In addition, generating companies could use a priced-based unit commitment (PBUC) to minimize their financial risks and maximize their strategies in a highly volatile electricity market.

Various optimization techniques have been considered for the solution of short-term SCUC. However, the solution of long-term SCUC could be a cumbersome task in a broad context of energy, economics, and environment with highly detailed electrical model and predicted information for large-scale power systems. Although long-term SCUC can be solved by applying the same strategy as that of short-term SCUC, which includes extending the number of scheduling periods, the large dimensionality of the long-term SCUC problem could render the scheduling solution intractable. The exact solution of long-term SCUC could also be constrained by exorbitant computing time.

Analytical methods for the solution of long-term SCUC are proposed in the literature, which focus mainly on fuel allocation constraints. Generally, contractual requirements such as take-or-pay and supply chain limits such as limited pipeline capacity could represent fuel consumption limits. References [2] and [3] used a network flow algorithm to solve the fuel dispatch problem and applied a heuristic method for unit commitment. However, as generation constraints become more complicated, such a heuristic solution strategy could fail.

Decomposition is a practical scheme for long-term SCUC that divides SCUC into a master problem and several small-scale subproblems and develops a coordination strategy between the master problem and subproblems. Both primal (via resource targets) and dual (via pseudo resource dispatch prices) approaches could be considered for the solution of the decomposition problem [4].

Fig. 1 depicts the primal method in which the long-term fuel consumption limits are allocated to a sequence of fuel consumption constraints that are used directly by the short-term operation scheduling. The short-term optimal operation could inversely impact the economics of long-term fuel scheduling and the overall system security when considering limited fuel consumption as well as generation and transmission constraints.

The short-term solution in Fig. 1 would feed back adjustment signals for the reallocation of long-term fuel resource constraints. The reserve capacity was used in [5] and [6] as a coordination indicator between the long-term fuel allocation and the short-term optimal operation. The long-term solution was updated if the available reserve capacity at any planning interval was less than a minimum threshold. Reference [7] used the cumulative energy supply mismatch representing daily planned energy and the actual daily supply of energy as a coordination indicator. If the cumulative error exceeded a prescribed value, the long-term optimization would be carried out further. However, such coordination strategies are based on dynamic scheduling that reallocates fuel consumption to the remaining periods of planning. So, the global optimization may not be achieved,
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Fig. 1. Primal decomposition solution of the long-term SCUC.

$$P_{tp} \quad \text{Vector of real generation at time } t \text{ of weekly interval } p.$$ $$\gamma_{tp} \quad \text{Vector of phase shifter angle at time } t \text{ of weekly interval } p.$$ $$\gamma_{\min} \quad \text{Lower limit vector of phase shifter angle.}$$ $$\gamma_{\max} \quad \text{Upper limit vector of phase shifter angle.}$$ Given variables.
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Fig. 2. Dual decomposition solution of the long-term SCUC.

and a nonoptimal fuel allocation at any period could result in infeasible schedules at other periods.

When we relax the coupling constraints into the objective function to solve the long-term problem, the new price is called pseudo price, which may impact generation scheduling. A lower pseudo fuel dispatch price, which differs from contract price, could result in higher fuel consumptions and vice versa. So, the dual method shown in Fig. 2 was introduced as a price-based coordination approach [8]–[10]. In that approach, the calculation of pseudo fuel dispatch price is the key task, and fuel consumption constraints are not taken into account at the short-term solution stage.

Reference [8] used a linear fuel dispatch problem to obtain fuel dispatch prices. However, the price of unlimited and expensive fuel presumably supplying every unit could dramatically impact the corresponding fuel dispatch prices and lead to a different short-term optimal solution. In addition, a feasible solution can only be determined based on the method presented in [8]. An adaptive fuel allocation decision was implemented in [9] to dispatch power generation by applying pseudo fuel dispatch prices and was conditional on past realizations. The fuzzy sets were introduced in [10] for calculating pseudo fuel dispatch prices.

In this paper, long-term coupling constraints such as fuel and emission are taken into account simultaneously with short-term operating constraints. The Lagrangian relaxation algorithm is applied to the entire period to relax complicated and linking constraints into the objective function of long-term SCUC. Based on this dual relaxation, the original large-scale optimization problem is decomposed into tractable subproblems, which represent the short-term SCUC without fuel and emission constraints. Different solution strategies may be employed to solve short-term SCUC subproblems, including mixed integer programming and Lagrangian relaxation.

Resource penalty prices are used as the linking signal to provide the coordination among short-term SCUC subproblems. By using price signals, a new pseudo cost curve is formed for each unit at the subsequent iteration of short-term SCUC. The dual relaxation problem provides the lower bound of optimal solution to long-term SCUC. Accordingly, a near-optimal solution is obtained that is sufficient for long-term analyzes.

The subgradient method provides a simple iterative solution with minute computation cost for the Lagrangian dual problem [11]–[13]. The prefixed step size is used to modify the corresponding Lagrangian multipliers. Initially, the convergence speed is high, which will slow down as the number of iterations increases with a near-optimal solution. In addition, the subgradient method is not a descent method (i.e., the gradient method) and the objective function could increase, which is remedied by selecting proper step sizes and heuristic strategies. Accordingly, Lagrangian multipliers have to be adjusted skillfully.

Dantzig–Wolfe decomposition is an efficient optimization method when applied to large-scale problems with a special block angular structure [14], [15]. Such problems consist of individual constraints representing nearly all variables (e.g., fuel and emission constraints in long-term SCUC). The remaining constraints are divided into several sets with corresponding variables represented in individual rows. These sets represent subproblems (e.g., short-term SCUC). The solution of Dantzig–Wolfe decomposition is based on column generation for entering basis by solving subproblems. Unlike the subgradient method, the Dantzig–Wolfe decomposition method is able to properly define new Lagrangian multipliers for subsequent subproblems. The fast and monotonic convergence is a distinct feature of Dantzig–Wolfe decomposition. However, the unpredictable cycling phenomenon, discussed in Section II, could interrupt the iterative process of calculating the optimal solution. In addition, few columns are known in initial steps, which could result in a poor approximation of Lagrangian function.

Considering the advantages and the disadvantages of the above two methods, we propose a hybrid method in this paper. The long-term SCUC is an extension of short-term SCUC, so its computational requirement is predicted based on the short-term SCUC performance. In general, if we assume the average solution time for a one-week SCUC is \( T \), the total computational time of the long-term SCUC would be about \( T \times NP \times NK \), where \( NP \) is the number of periods and \( NK \) is the number of iterations, which depends on the required calculation accuracy. The proposed approach, which is a tradeoff between calculation speed and accuracy, could successfully combine the advantages of subgradient and Dantzig–Wolfe decomposition methods for the solution of Lagrangian relaxation problem. Other methods, such as bundle method (BM) and volume algorithm (VA), could also be applied to large-scale optimization. However, their performance in the long-term SCUC problem will be evaluated in our future studies.

The rest of the paper is organized as follows. Section II provides the mathematical model of long-term SCUC. Section III discusses the solution methodology. Section IV presents and discusses in detail a modified IEEE 118-bus system with 54 units. The conclusion drawn from the study is provided in Section V.

II. LONG-TERM SCUC FORMULATION

The objective of the long-term SCUC is to minimize the cost of supplying the load in (1) while satisfying the prevailing constraints

\[
VP = \min \sum_{p=1}^{NP} \sum_{t=1}^{NT} \sum_{i=1}^{NG} \left[ F_{c,tip}(P_{tip}) \ast I_{tip} \right. \\
+ \left. SU_{tip} + SD_{tip} \right],
\]

(1)

The objective function (1) is composed of production cost and startup and shutdown costs of individual units for the given period. The concept of utilizing an interval \( p \), one week in our long-term formulation, adds another dimension to the SCUC solution that makes it different from the short-term SCUC formulation and solution [16], [17].
Generation constraints include the system power balance (2), system spinning and operating reserve requirements (3),
\[
\sum_{i=1}^{NG} P_{i\text{tp}} \cdot I_{i\text{tp}} = P_{D,i\text{tp}} \quad \forall \, t, \forall \, p \tag{2}
\]
\[
\sum_{i=1}^{NG} R_{S,i\text{tp}} \cdot I_{i\text{tp}} \geq R_{S,i\text{tp}} \tag{3}
\]
ramping up/down limits (4),
\[
P_{i\text{tp}} - P_{i(t-1)p} \leq [1 - I_{i\text{tp}}(1 - I_{i(t-1)p})] U R_{i} + I_{i\text{tp}}(1 - I_{i(t-1)p}) P_{i\text{min}} \tag{4}
\]
\[
P_{i(t-1)p} - P_{i\text{tp}} \leq [1 - I_{i(t-1)p}(1 - I_{i\text{tp}})] D R_{i} + I_{i(t-1)p}(1 - I_{i\text{tp}}) P_{i\text{min}} \tag{5}
\]
and real power generation limits (6),
\[
P_{i\text{min}} I_{i\text{tp}} \leq P_{i\text{tp}} \leq P_{i\text{max}} I_{i\text{tp}} \quad \forall \, i, \forall \, t, \forall \, p. \tag{6}
\]
Additional system-wide constraints such as fuel constraints (7) and (8)
\[
F_{u,i}^{\text{min}} \leq \sum_{i=1}^{NP} \sum_{t=1}^{NT} \left[ F_{f,i}(P_{i\text{tp}}) \cdot I_{i\text{tp}} + SU_{f,i\text{tp}} + SD_{f,i\text{tp}} \right] \tag{7}
\]
and emission limits (9) and (10)
\[
\sum_{i=1}^{NP} \sum_{p=1}^{NT} \left[ E^{ET}_{c,i}(P_{i\text{tp}}) \cdot I_{i\text{tp}} + SU^{ET}_{c,i\text{tp}} + SD^{ET}_{c,i\text{tp}} \right] \leq E^{ET\text{max}}_{u,i} \tag{9}
\]
\[
\sum_{i=1}^{NP} \sum_{p=1}^{NT} \left[ E^{ET}_{c,i}(P_{i\text{tp}}) \cdot I_{i\text{tp}} + SU^{ET}_{c,i\text{tp}} + SD^{ET}_{c,i\text{tp}} \right] \leq E^{ET\text{max}}_{g,\text{ET}} \tag{10}
\]
In addition, constraint (12) provides limits on phase shifter angles
\[
\gamma_{\text{min}} \leq \gamma_{\text{tp}} \leq \gamma_{\text{max}} \quad \forall \, t, \forall \, p \tag{12}
\]
where in (1)–(12)
\[
F_{c,i\text{tp}}(P_{i\text{tp}}) = CP_{i\text{tp}} \cdot F_{f,i\text{tp}}(P_{i\text{tp}}) \tag{13}
\]
\[
SU_{i\text{tp}} = CP_{i\text{tp}} \cdot SU_{f,i\text{tp}} \tag{14}
\]
\[
SD_{i\text{tp}} = CP_{i\text{tp}} \cdot SD_{f,i\text{tp}}. \tag{15}
\]
Equations (13)–(15) point out that the energy production as well as startup and shutdown costs of unit i at time t at weekly interval p are equal to the multiplication of contracted fuel price and the fuel usage. In a competitive energy market, generating unit owners could select fuel suppliers and submit the relevant information, such as fuel contract prices and limits, to the ISO for generation scheduling. Such market arrangements could result in various fuel contract prices for generating units even within a GENCO. The fuel contract price could also vary with time. For instance, in severe weather situations (e.g., hot summer or cold winter days), the fuel demand may peak, which could result in a higher contract price. Fuel and emission are considered critical coupling constraints for long-term SCUC. Other coupling constraints, such as ramping (4) and minimum up/down time constraints (5), which link successive weekly intervals, are managed based on one of the following two strategies:

1) Constraints (4) and (5), which link successive weekly intervals, will be ignored. Accordingly, short-term SCUC simulations discussed in Section III-B will be independent of one another, which can be processed in parallel to speed up the solution. As a result, the accuracy may suffer slightly.

2) Short-term SCUC subproblems will be solved sequentially, and constraints (4) and (5) will be satisfied within SCUC simulations. Accordingly, the short-term SCUC for week 1 is solved first, and its results provide initial conditions for the short-term SCUC in week 2. In this case, no parallel processing will be explored for accelerating the implementation. The difference between the two alternatives signifies the tradeoff between speed and accuracy. In this paper, we adopted the second alternative.

III. LONG-TERM SCUC SOLUTION

The solution process for long-term SCUC is discussed as follows.

A. Lagrangian Relaxation

We consider the Lagrangian relaxation method for the solution of long-term SCUC (1)–(12). This method has proved to be an efficient solution approach for large-scale optimization problems [18]. Coupling constraints (7)–(10) are relaxed and dualized into the objective function (1) by using non-negative Lagrangian multipliers (resource penalty prices λ and µ). The Lagrangian relaxation problem (1)–(12) is formulated in terms of Lagrangian function as in (16) subject to Constraints (2)–(6) and (11) and (12).
The relaxed coupling constraints transform the original problem into easier-to-solve subproblems. Before implementing the decomposition, corresponding terms for each unit at time $t$ at weekly interval $p$ are identified. For the sake of clarity, a simple example is shown in Fig. 3, which reflects the relationship between individual units and coupling constraints. In this example, there are three coal-burning thermal units. Constraints (7) and (9) exist for each unit. Constraints (8) and (10) are for a predefined group that only involves units 1 and 3. Consequently, a total of eight coupling constraints are considered with Lagrangian multipliers for each unit listed in Table I, if considering either SO$_2$ or NO$_x$ emission. These elements are applied as coefficients to form new energy production as well as startup and shutdown cost curves for each unit, which will be discussed in Section III-B. Accordingly, the Lagrangian function (16) is reformulated in (17) for clarity subject to Constraints (2)–(6) and (11) and (12).

The feasible region of the Lagrangian relaxation problem encompasses that of the primal problem because the coupling constraints (7)–(10) are added to the objective function. For any feasible generation scheduling solutions and any non-negative Lagrangian multipliers $\lambda_i$ and $\mu_i$, the optimal value of Lagrangian relaxation problem $VLR$ is always less than or equal to that of primal problem $VP$. In other words, the solution of the Lagrangian relaxation problem could find the tightest Lagrangian

\begin{equation}
VLR (\lambda_i, \mu_i) = \text{Min} \sum_{p=1}^{NP} \sum_{t=1}^{NT} \sum_{i=1}^{NG} \left[ F_{e,i,tp} (P_{i,tp}) \cdot I_{i,tp} + S U_{i,tp} + SD_{i,tp} \right] \\
+ \sum_{i=1}^{NG} \lambda_{ui} \left[ \sum_{p=1}^{NP} \sum_{t=1}^{NT} \left[ F_{f,i}(P_{i,tp}) \cdot I_{i,tp} + S U_{f,i,tp} + SD_{f,i,tp} \right] - F_{\text{min}}^{\text{ui}} \right] \\
- \sum_{i=1}^{NG} \sum_{n=1}^{NM} \lambda_{gm} \left[ \sum_{p=1}^{NP} \sum_{t=1}^{NT} \left[ F_{g,i}(P_{i,tp}) \cdot I_{i,tp} + S U_{g,i,tp} + SD_{f,i,tp} \right] - F_{\text{min}}^{\text{gm}} \right] \\
+ \sum_{i=1}^{NG} \sum_{n=1}^{NM} \sum_{m=1}^{ET} \left[ \sum_{n=1}^{NP} \sum_{t=1}^{NT} \left[ E_{c,i}(P_{i,tp}) \cdot I_{i,tp} + S U_{c,i,tp} + SD_{c,i,tp} \right] - F_{\text{max}}^{\text{ET}} \right] \\
+ \sum_{n=1}^{NN} \sum_{m=1}^{ET} F_{\text{ET}}^{\text{gm}} \left[ \sum_{i=1}^{NG} \sum_{t=1}^{NT} \left[ \sum_{p=1}^{NP} \sum_{t=1}^{NT} \left[ E_{c,i}(P_{i,tp}) \cdot I_{i,tp} + S U_{c,i,tp} + SD_{c,i,tp} \right] - F_{\text{max}}^{\text{ET}} \right] \right]
\end{equation}

(16)

\begin{equation}
VLR (\lambda_i, \mu_i) = \text{Min} \sum_{p=1}^{NP} \sum_{t=1}^{NT} \sum_{i=1}^{NG} \left[ \left[ CP_{i,tp} + (\lambda_{ui} - \Delta_{ui}) + \sum_{m=1}^{NM} (\lambda_{gm} - \Delta_{gm}) \right] \right] \\
+ \sum_{p=1}^{NP} \sum_{t=1}^{NT} \sum_{i=1}^{NG} \left[ \left[ CP_{i,tp} + (\lambda_{ui} - \Delta_{ui}) + \sum_{m=1}^{NM} (\lambda_{gm} - \Delta_{gm}) \right] \right] \\
+ \sum_{p=1}^{NP} \sum_{t=1}^{NT} \sum_{i=1}^{NG} \left[ \left[ CP_{i,tp} + (\lambda_{ui} - \Delta_{ui}) + \sum_{m=1}^{NM} (\lambda_{gm} - \Delta_{gm}) \right] \right] \\
- \sum_{i=1}^{NG} \left( \lambda_{ui} \cdot F_{\text{max}}^{\text{ui}} - \Delta_{ui} \cdot F_{\text{min}}^{\text{ui}} \right) \\
- \sum_{m=1}^{NM} \left( \lambda_{gm} \cdot F_{\text{max}}^{\text{gm}} - \Delta_{gm} \cdot F_{\text{min}}^{\text{gm}} \right) \\
- \sum_{i=1}^{NG} \sum_{n=1}^{NM} F_{\text{ET}}^{\text{gm}} \cdot \sum_{p=1}^{NP} \sum_{t=1}^{NT} \left[ \left[ CP_{i,tp} + (\lambda_{ui} - \Delta_{ui}) + \sum_{m=1}^{NM} (\lambda_{gm} - \Delta_{gm}) \right] \right] \\
- \sum_{n=1}^{NN} \sum_{m=1}^{ET} F_{\text{ET}}^{\text{gm}} \cdot \sum_{p=1}^{NP} \sum_{t=1}^{NT} \left[ \left[ CP_{i,tp} + (\lambda_{ui} - \Delta_{ui}) + \sum_{m=1}^{NM} (\lambda_{gm} - \Delta_{gm}) \right] \right].
\end{equation}

(17)
Fig. 3. Individual units and coupling constraints \((m = n = 1)\).
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**Table I**

<table>
<thead>
<tr>
<th>Constraint</th>
<th>Unit 1</th>
<th>Unit 2</th>
<th>Unit 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>(7) (\bar{\lambda}<em>{u,1} - \bar{\lambda}</em>{n,1})</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(8) (\bar{\lambda}<em>{g,1} - \bar{\lambda}</em>{g,1})</td>
<td>-</td>
<td>-</td>
<td>(\bar{\lambda}<em>{g,3} - \bar{\lambda}</em>{g,1})</td>
</tr>
<tr>
<td>(9) (\bar{\mu}<em>{u,1} - \bar{\mu}</em>{u,1})</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(10) (\bar{\mu}<em>{g,1} - \bar{\mu}</em>{g,1})</td>
<td>-</td>
<td>-</td>
<td>(\bar{\mu}<em>{g,3} - \bar{\mu}</em>{g,1})</td>
</tr>
</tbody>
</table>

lower bound on \(V_P\). In order to get the tightest possible bound on the optimal value, we solve an auxiliary problem by optimizing the bound over all possible values of Lagrangian multipliers. So, the Lagrangian dual function (18) is defined for calculating the lower bound nearest to the optimal primal solution

\[
VLD = M_{\lambda,\mu} VLR(\lambda, \mu).
\]  

**B. Solution of Short-Term SCUC Subproblems**

For given values of multipliers, the last four terms in (17) are constant, which are eliminated for optimization purposes. After applying two alternative strategies, described in Section II, for dealing with constraints (4) and (5), we decompose the Lagrangian function into small-scale subproblems. In order to represent the subproblems, the new energy production \((PF_{itp}(P_{itp}))\) as well as startup \((PSU_{itp})\) and shutdown \((PSD_{itp})\) costs of unit \(i\) at time \(t\) of the weekly interval \(p\) are represented by (19)–(21)

\[
PF_{itp}(P_{itp}) = \left[CP_{itp} + (\bar{\lambda}_{u,i} - \Delta_{u,i}) + \sum_{m \in \mathcal{E}} (\bar{\lambda}_{g,m} - \Delta_{g,m})\right]
\]

\[
\times SU_{f,i} + \sum_{ET} \left(\bar{p}_{u,i} + \sum_{n \in \mathcal{E}} \bar{p}_{g,n}\right) \star SU_{c,i}^{ET} P_{itp}.
\]  

\[
PSU_{itp} = \left[CP_{itp} + (\bar{\lambda}_{u,i} - \Delta_{u,i}) + \sum_{m \in \mathcal{E}} (\bar{\lambda}_{g,m} - \Delta_{g,m})\right]
\]

\[
\times PSD_{f,i} + \sum_{ET} \left(\bar{p}_{u,i} + \sum_{n \in \mathcal{E}} \bar{p}_{g,n}\right) \star SD_{c,i}^{ET} P_{itp}.
\]  

The curves for each unit are the linear combination of corresponding fuel usage and emission curves. Fuel contract price \((CP_{itp})\) and resource penalty prices \((\lambda)\) and \((\mu)\) are coefficients of the linear combination. The pseudo unit with the three cost curves is used in the formulation of weekly subproblem as follows:

\[
VSP_p = \text{Min} \sum_{i=1}^{NT} \sum_{i=1}^{NG} \left[PF_{c,i}^{itp}(P_{itp}) + \lambda_i + PSI_{itp} + PSD_{itp}\right],
\]  

s.t. Constraints (2)–(6) and (11) and (12).

The cost function (22) represents a traditional short-term SCUC subproblem at period \(p\) without fuel consumption and emission allowance constraints. Lagrangian multipliers \((\lambda)\) and \((\mu)\) are used as linking signals for coordinating the subproblems. Based on given Lagrangian multipliers, weekly unit commitment and generation dispatch are calculated in weeks 1 through \(NP\), which lead to the calculation of practical fuel usage and emission over the entire study period. A feasible solution for the original problem will be generated if these values satisfy coupling constraints (7)–(10). Otherwise, multipliers will be updated as discussed in Section IV.

Any of the existing methods in the literature could be employed to solve the short-term SCUC subproblem. The short-term solution methodology should not impact the convergence property of the long-term Lagrangian relaxation algorithm. Reference [19] introduced a direct method in which dc transmission flow constraints were replaced with penalty variables that appear directly in the Lagrangian function for solving unit commitment (UC). In other words, dc transmission constraints were relaxed by multipliers in UC. However, the addition of multipliers could make it more difficult to obtain the optimal UC solution as the number of constraints becomes much larger.

In this paper, a decomposition approach is used to solve the short-term SCUC subproblem. At first, the approach applies Benders decomposition for separating UC in the master problem from the dc network security check in subproblems (see Fig. 4). The Benders decomposition technique has a good convergence property when applying the linear programming (LP) duality theory [20], [21].

Then, the master problem uses the augmented Lagrangian relaxation method to solve UC. Both power balance (2) and
system reserve (3) constraints are relaxed in the objective function (22) via Lagrangian multipliers. The relaxed problem is then decomposed into \( N \) subproblems for each unit. The dynamic programming (DP) process is used to search the optimal commitment for a single unit. The Lagrangian multipliers are updated based on the violations of constraints (2) and (3). The convergence criterion is satisfied if the duality gap in Lagrangian relaxation is within a given limit.

The subproblem checks dc network security constraints at time \( t \) for the UC solution. If any network violations arise, corresponding Benders cuts will be formed and fed back into the master problem for the recalulation of UC. The iterative process will continue until all network violations are eliminated. The detailed solution process was presented in [22]. We emphasize that our short-term SCUC solution could be extended to consider ac network constraints. A full Newton–Raphson method is applied for minimizing system security violations and obtaining corresponding Benders cuts. A comparison of ac and dc results is given in [23]. However, for the purpose of long-term SCUC solution, we resort to dc network constraints in order to speed up the optimization process.

C. Implementation of Relaxed Lagrangian Problem

Various methods such as subgradient and Dantzig–Wolfe decomposition could solve the Lagrangian dual problem. However, the two algorithms differ in terms of assumptions, approximation strategies, and convergence. For instance, the Dantzig–Wolfe decomposition algorithm converges monotonically, while the subgradient algorithm is not monotonic and could result in an excessive number of iterations before its termination. In this paper, we consider a hybrid method that combines subgradient and Dantzig–Wolfe decomposition algorithms. The two algorithms as well as the hybrid method are discussed next for the solution of long-term SCUC.

1) Subgradient Method: The subgradient method was applied in various contexts to produce lower bounds for large-scale optimization programs. The subgradient method is an iterative approach in which Lagrangian multipliers are updated for calculating a new iteration. Without the loss of generality, multiple fuel usage and emission allowance constraints (7)–(10) in long-term SCUC are replaced here by the inequality \((A \times \mathbf{x} \leq \mathbf{b})\) with non-negative Lagrangian multipliers \(\mathbf{\lambda}\). Here, \(\mathbf{x}\) represents the UC state \(\mathbf{I}\) and dispatch \(\mathbf{P}\). At the \(k\)th iteration, the subgradient of Lagrangian function (16) at \(\mathbf{\lambda}^k\) is \(\mathbf{g}^k = \mathbf{A} \times \mathbf{x} - \mathbf{b}\). Multipliers \(\mathbf{\lambda}\) will be updated based on

\[
\mathbf{\lambda}^{k+1} = \mathbf{\lambda}^k + s^k \times \mathbf{g}^k \tag{23}
\]

where \(s^k\) is the step size. The easiest approach to defining the step size is to use a constant number that is independent of the iteration \(k\). However, coupling constraints will not be independent in practice and may even compete with each other. For instance, the satisfaction of fuel constraint tends to cause the violation of emission constraint and vice versa. In this paper, the traditional formula for step size is presented as follows:

\[
s^k = \frac{\alpha \times (VLR^* - VLR^k)}{\|\mathbf{g}^k\|^2} \tag{24}
\]

where \(VLR^*\) is an estimated upper bound of Lagrangian relaxation function and scalar \(\alpha\) is a number between 0 and 2. The scalar \(\alpha\) could be adjusted when there is no improvement in the solution iterations.

The new Lagrangian multipliers will be used in the subsequent iteration of the short-term SCUC subproblem (22) at period \(p\). This procedure is attractive because of its low computational cost. However, the practical convergence of the subgradient method is unpredictable. For some cases, convergence is quick and fairly reliable, while other cases tend to produce a cycling behavior in the multiplier sequence and/or the Lagrangian objective value. Usually, the iterative process is terminated after a fixed number of iterations.

2) Dantzig–Wolfe Decomposition Method: The Dantzig–Wolfe decomposition method has become a powerful and extensively applied tool for solving large-scale mixed integer programs. Column generation is viewed as a technique for executing the Dantzig–Wolfe decomposition algorithm. A simple introduction to the method is presented in the Appendix. In this paper, we sequentially execute short-term SCUC starting from week 1 through week \(NP\) and consider the linkage between two successive weekly interval \(p\) due to coupling constraints (4) and (5). In other words, weekly short-term SCUC problems are not independent.

We reformulate the master problem as the one whose columns could come from feasible solutions of short-term SCUC subproblems (22), subject to (7)–(10). The variables are the weights attached to these solutions. The following formulation is the \(j\)th iteration of master problem for calculating Lagrangian multipliers of the short-term SCUC subproblem within the weekly interval \(p\):

\[
VPR^k = \min \sum_k \alpha_k \sum_{p=1}^{NP} \sum_{i=1}^{NT} \sum_{m=1}^{NG} \left[ F_{c,i,p} (\hat{P}_{d,p}^k) * \hat{I}_{d,p}^k + \hat{S}_{d,p}^k \right] + \hat{S}_{d,p}^k \tag{25}
\]

s.t.

\[
F_{u,i}^{\min} \leq \sum_k \alpha_k \sum_{j=1}^{NP} \sum_{l=1}^{NT} \left[ F_{f,j} (\hat{P}_{d,p}^k) * \hat{I}_{d,p}^k + \hat{S}_{f,j,p}^k \right] + \hat{S}_{f,j,p}^k \leq F_{u,i}^{\max} \quad \forall j \tag{26}
\]

\[
F_{g,m}^{\min} \leq \sum_k \alpha_k \sum_{l=1}^{NP} \sum_{j=1}^{NT} \left[ F_{f,m} (\hat{P}_{d,p}^k) * \hat{I}_{d,p}^k + \hat{S}_{f,m,p}^k \right] + \hat{S}_{f,m,p}^k \leq F_{g,m}^{\max} \quad \forall m \tag{27}
\]
The dual of the Lagrangian dual problem. Accordingly, the second iteration of short-term SCUC subproblems to check if a new LP master will be formed by (25)–(30). The Lagrangian duality theory shows that the LP master is equivalent to the Lagrangian dual defined by dualizing the master constraints (26)–(30). Reference [24] showed that the strength of Dantzig–Wolfe decomposition or LR scheme is based on the fact that subproblems do not have the integrality property. Consequently, \(k\)th optimal dual variables \(\lambda^k\) and \(\mu^k\) for coupling constraints (26)–(30) in the LP master correspond to \(k\)th Lagrangian multipliers \(\lambda^k\) and \(\mu^k\) for dualized coupling constraints (7)–(10), while the \(k\)th dual variable \(\pi^k\) is for the convexity constraint (30). These values are used for calculating the subsequent iteration of short-term SCUC subproblems to check if a new column with negative reduced cost can be generated by the following optimality criterion:

\[
RC = \sum_{p=1}^{NP} VSP_p^k - \pi^k < 0. \tag{32}
\]

If (32) is satisfied, a new column will exist and be added to the new LP master for optimization; otherwise, the optimal bound on \(V^*\) is found and the iteration process will be terminated.

In addition, the optimal bound in each iterative step is always contained in the bracket between the optimal value of the current LP master problem and the Lagrangian lower bound with the previous Lagrangian multipliers, because the LP master is the dual of the Lagrangian dual problem. Accordingly, the second termination criterion is presented as follows:

\[
|VPR^k - VLR(\lambda^{k-1}, \mu^{k-1})| \leq \varepsilon. \tag{33}
\]

However, we must make sure that the iterative process does not get into a cycling process. If columns get repeated (i.e., cycling phenomenon), the LP master problem cannot be improved and the iteration will be terminated. Accordingly, we will select the most optimal solution among existing feasible solutions.

3) Hybrid Method: Considering the advantages and the disadvantages of both methods, a hybrid method is proposed in this paper. The hybrid method combines subgradient and Dantzig–Wolfe decomposition methods. Fig. 5 shows the detailed solution process.

The subgradient method is used within the first inner loop, and, after initializing Lagrangian multipliers, short-term SCUC subproblems are solved for weeks 1 through \(NP\). Then, the Lagrangian lower bound \(VLR\) is obtained and Lagrangian multipliers are updated for the next iteration according to (23). Feasible solutions of long-term SCUC are derived and the loop calculation will stop after a fixed number of iterations. The initial phase uses the subgradient method with a large step size in order to generate a good initial set of columns at the beginning of method. In fact, it is observed that the convergence of subgradient iterations is much faster at the beginning of the iterative process.

![Diagram](image-url)
All previous columns corresponding to feasible solutions of a subset of long-term SCUC constraints, represented by the solutions of the short-term SCUC subproblem, are added to the LP master problem (25)–(30) once the second inner loop starts. The columns generated in the first inner loop contain more useful information than those generated by the standard method, which could yield an artificial column with a high operating cost for starting the column generation method [24]. The value of the LP master problem \( (VP) \) is taken as the current estimate of the optimum of the Lagrangian dual. The estimate improves as the iterative process proceeds. When the termination criterion (33) is satisfied, the program will stop. Otherwise, short-term SCUC subproblems are executed for weeks 1 through \( NP \). If the reduced cost is positive or zero, (32) cannot be satisfied and the program will stop. Otherwise, a new column is found and added to the new LP master. At this loop, there is no need for any adjustment of step sizes. Lagrangian multipliers are automatically and definitely calculated based on the LP master formulation (25)–(30).

However, if columns get repeated or further improvement in the solution is required, the first inner loop with the advantage of minor adjustment will resume and (33) will be checked at the subsequent iteration for the termination of the program. The calculation of outer loop between subgradient and Dantzig–Wolfe decomposition methods will continue until a stopping criterion is satisfied. In case the program stops, we will select the most optimal solution among feasible solutions.

The hybrid method cannot guarantee a true optimal solution. A near-optimal solution will suffice for the simulation of long-term power system operation. However, if a primal feasible solution cannot be obtained, we will resort to load shedding based on the currently available best UC result as discussed in [25]. In addition, Dantzig–Wolfe decomposition is dual to Lagrangian relaxation and cutting plane (CP) methods. The additional hybrid method, which combines subgradient and CP approaches, can also be used in the long-term SCUC model.

### IV. Case Studies

A modified IEEE 118-bus system is used in this section to demonstrate the simulation of the proposed approach for solving the long-term SCUC with multiple fuel and emission constraints. We intend to solve the hourly UC and generation dispatch over the long-term horizon. Such objectives may not be successfully realized by the short-term SCUC calculation due to the larger scale of long-term solution. The proposed approach is tested in an eight-week case study, which could be considered a long-term horizon. The system shown in Fig. 6 is composed of 54 thermal units, 186 branches, and 91 loads. The annual peak load is 6000 MW. The test data for the 118-bus system are given in motor.ece.iit.edu/data/ltscuc.

![One-line diagram of IEEE 118-bus system.](image)

The weekly peak load as a percentage of annual peak load is listed in Table II. The definition of fuel and emission groups is listed in Table III. Generating units, which are burning coal, oil, and gas, are defined as fuel groups (FGroup) 1, 2, and 3, respectively. Generating units with emission constraints are listed in emission groups (EGroup) 1, 2, or 3. The long-term fuel consumption and emission allowance constraints over eight weeks are listed in Tables IV and V, respectively. Under the market situation, take-or-pay fuel contracts are to be fulfilled by committing coal and gas-burning units. At the same time, maximum fuel supply and emission allowance constraints will have certain impacts on the long-term UC and generation dispatch. In order to discuss the efficiency of the proposed approach on long-term SCUC, we present the following three cases.

- **Case 1**: Base case without fuel consumption or emission allowance constraints.
- **Case 2**: Fuel consumption constraint is added to Case 1.
- **Case 3**: Emission allowance constraint is added to Case 2.

These cases are studied as follows.

- **Case 1**: This case is considered as a base case without fuel consumption or emission allowance constraint, which is...
A total of ten iterations are executed and presented in Table IX. The subgradient method is implemented at the first three iterations in order to supply initial feasible solutions of short-term SCUC to Dantzig–Wolfe decomposition. An uneconomical feasible solution, which satisfies long-term SCUC constraints, is obtained at the third iteration, which is due to the large step size. Then, Dantzig–Wolfe decomposition is applied to improve the solution. Accordingly, the coal consumption by the large and economical coal-burning units will approach iteratively to its supply limit of 70,000,000 MBtu. In this phase, step sizes are not adjusted and Lagrangian multipliers are generated directly via the LP master (25)–(30).

However, the inner loop 2 (i.e., Dantzig–Wolfe decomposition) is terminated at the eighth iteration based on the stopping criterion (32), which means that no new column can be generated and added to the next iteration of LP master problem. So, the near-optimal feasible solution of $78.832 M is obtained from the fourth iteration. The coal consumptions by FGroup 1 are 69,383,702 MBtu and the subgradient method is utilized again to improve the solution. The minor step size will provide minor adjustments for optimizing the solution. The near optimal solution obtained at the tenth iteration with an operating cost of $78.476 M is shown in Table VIII, which is lower than that of the previous solution and higher than that of Case 1.

The value of Lagrangian relaxation for the hybrid method is compared with that of subgradient method in Fig. 7. The figure shows that the subgradient method proceeds at a slower speed to the converged dual value, which is almost equal to $78.50 M. However, the hybrid method

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
\textbf{Week} & \textbf{Case 1} & \textbf{Case 2} & \textbf{Case 3} \\
\hline
1 & 9,436 & 9,816 & 9,810 \\
2 & 9,950 & 10,373 & 10,365 \\
3 & 9,950 & 10,373 & 10,365 \\
4 & 9,678 & 10,073 & 10,090 \\
5 & 9,678 & 10,073 & 10,090 \\
6 & 9,156 & 9,500 & 9,501 \\
7 & 9,035 & 9,374 & 9,343 \\
8 & 8,689 & 8,894 & 8,920 \\
\hline
\end{tabular}
\caption{Weekly and Total Operating Cost ($M)}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
\textbf{Method} & \textbf{Iter.} & \textbf{Fuel Consumption (MBtu)} \\
\hline
Subgradient & 1 & 75571039 & 0 \\
& 2 & 72948952 & 3362756 \\
& 3 & 66960802 & 6841701 \\
Dantzig-Wolfe & 4 & 69383702 & 5443658 \\
& 5 & 71165016 & 4215426 \\
& 6 & 70814478 & 4397815 \\
& 7 & 70318993 & 4814600 \\
& 8 & 70001892 & 5032391 \\
Subgradient & 9 & 69934849 & 5126846 \\
& 10 & 5039018 & 3587403 \\
\hline
\end{tabular}
\caption{Fuel Consumption for the Hybrid Method in Case 2}
\end{table}
converges much faster, which is due to the Dantzig–Wolfe decomposition method.

According to Case 1, the coal consumption should be equal to its upper limit (70,000,000 MBtu) in Case 2 when an absolute optimal solution is reached. However, by using the proposed method, the coal consumption is calculated as 69,934,849 MBtu, which is very close to its upper limits. Accordingly, the proposed near-optimal solution based on decomposition is quite acceptable for long-term analyzes.

**Case 3:** In this case, emission constraints are added to Case 2. According to the optimal solution in Case 2, there are two emission constraint violations (SO$_2$ and NO$_x$) for EGroup 2 as shown in Table VII. In order to satisfy fuel and emission constraints, gas-burning units with relatively high cost are committed to supply the additional loads. During the iterative process shown in Fig. 8, the value of primal problem (VP) is calculated based on the corresponding dual solution (e.g., UC and generation dispatch). The infeasible solutions, which cannot satisfy fuel and emission constraints, gas-burning units with relatively high cost are committed to supply the additional loads. During the iterative process shown in Fig. 8, the value of primal problem (VP) is calculated based on the corresponding dual solution (e.g., UC and generation dispatch). The infeasible solutions, which cannot satisfy fuel and emission constraints, gas-burning units with relatively high cost are committed to supply the additional loads. During the iterative process shown in Fig. 8, the value of primal problem (VP) is calculated based on the corresponding dual solution (e.g., UC and generation dispatch). The infeasible solutions, which cannot satisfy fuel and emission constraints, gas-burning units with relatively high cost are committed to supply the additional loads.
We could use different optimization techniques to solve the short-term SCUC whose solution methodology (whether or not a decomposition technique is applied) should not impact the convergence of long-term Lagrangian relaxation algorithm.

Three cases were studied in this paper. Case 1 considered a base case without fuel consumption or emission allowance constraint, which can be solved by sequentially simulating short-term SCUC problems. The solution in Case 1 provided the necessary insight for the subsequent analyzes in Cases 2 and 3. The purpose of Case 2 was to show the impact on optimal solution based on either fuel consumption or emission allowance allocation. We selected the former. Case 3 was used to study the interaction between coupling constraints, i.e., fuel consumption and emission allowance limits.

The following long-term SCUC problems will be considered in our future studies.

1) In this paper, a deterministic model is proposed that is regarded as a basic block for a probabilistic model of SCUC. The probabilistic model could simulate longer term (multiyear) scenarios in electricity market. Due to the volatile nature of market, sources of uncertainty in operating conditions such as the forecasted fuel contract price, load growth rates, and equipment availability could also be taken into account by the Monte Carlo method.

2) Long-term dispatch of water resources for the hydrothermal generation scheduling will be modeled and analyzed.

3) Parallel computing techniques will be applied in order to improve the performance of proposed long-term solution and its coordination with the short-term SCUC.

4) The proposed long-term SCUC solution provides additional information such as LMPs and locations of congested lines for various operation and planning applications, including equipment maintenance, long-term price-forecasting based on transmission operation and contingencies, and generation resource and transmission expansion planning. These SCUC issues will be considered based on the expanded modeling of hydrothermal systems.

### DANTZIG–WOLFE DECOMPOSITION PRINCIPLE

Dantzig–Wolfe decomposition is a widely used optimization technique for solving very large-scale mixed integer programs. The method operates by forming an equivalent master problem and a set of independent subproblems. The resulting algorithm involves iterations between subproblems, whose objective functions contain variable parameters, and the master problem. Subproblems receive a set of parameters (dual multipliers or prices) from the master problem and then send their solutions to the master problem, which combines these with previous solutions in an optimal way and computes new prices and send them back to the subproblems. The iteration proceeds until an optimality test is passed.
In order to discuss the decomposition process for the long-term SCUC problem, the original optimization problem is shown as follows:

\[
V_P = \min_{x} \ c^T x \quad \text{S.t.} \quad A x \leq b, \ B x \leq d, \ x \in \mathbb{R}^n,
\]

where \( x \) represents the UC state and dispatch \( P \) in long-term SCUC. The first set of constraints identifies the coupling constraints (e.g., fuel and emission constraints) and the remaining represents constraints, which are only for the main subproblem, including short-term SCUC problems. The reason a coefficient matrix with angular structure is not representing constraint (A3) is due to the selected solution strategy in this paper, which sequentially solves short-term SCUC problems. In other words, weekly SCUC problems are not treated as fully independent of each other. Then, the Lagrangian dual problem of the original problem is formed as:

\[
VLD = \max_{\lambda, \mu} \min_{x} \{ c^T x + \lambda (Ax - b) | Bx \leq d, x \in \mathbb{R}^n \},
\]

A proof given in [26] shows that the (A5) problem is equivalent to its relaxed primal problem given as

\[
VPR = \min_{x} \ c^T x \quad \text{S.t.} \quad Ax \leq b, \ x \in \mathbb{R}^n
\]

where \( C_0 \) denotes the convex hull of a set. A possible solution of \( x^* \) is points of \( C_0 \{ Bx \leq d, x \in \mathbb{R}^n \} \), but a cheaper option is extreme points of \( C_0 \{ Bx \leq d, x \in \mathbb{R}^n \} \). So, the relaxed primal problem (A6)–(A8), the so-called LP master, can be rewritten as

\[
VPR = \min_{x} \sum_{k} a_k (c^T x)^k \quad \text{S.t.} \quad \sum_{k} a_k (Ax)^k \leq b, \ \sum_{k} a_k = 1, \ \pi.
\]

The Dantzig–Wolfe decomposition principle solves the optimization problem at the main subproblem level rather than the master program level where only new simplex multipliers or prices \( \lambda \) and \( \pi \), corresponding to constraints (A10) and (A11), respectively, are obtained. After dropping the constant term in the Lagrangian dual problem (A5), the main subproblem is

\[
VMS_P = \min_{x} \ (c^T + \lambda A) x \quad \text{S.t.} \quad Bx \leq d, \ x \in \mathbb{R}^n.
\]

In order to handle the main subproblem, additional decomposition is executed sequentially for solving small-scale short-term SCUC problems. The small-scale problem \( p \) is presented as follows:

\[
VSP_p = \min_{x} \ (c_p^T + \lambda A_p) x_p \quad \text{S.t.} \quad B_p x_p \leq d_p, \ x_p \in \mathbb{R}^n
\]

where \( x_p \), \( c_p \), and \( d_p \) are subvectors and \( A_p \) and \( B_p \) are submatrices.

According to the LP duality theory [27], the solution is optimal if and only if

\[
RC = \sum_{p=1}^{NP} VSP_p - \pi k < 0.
\]

If the above condition is not satisfied, then a new column is appended to the LP master problem and a new iteration of the algorithm is started.
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