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Abstract—Recently, deep learning has been widely applied in hyperspectral image (HSI) classification since it can extract high-level spatial–spectral features. However, deep learning methods are restricted due to the lack of sufficient annotated samples. To address this problem, this letter proposes a novel generative adversarial network (GAN) for HSI classification that can generate artificial samples for data augmentation to improve the HSI classification performance with few training samples. In the proposed network, a new discriminator is designed by exploiting capsule network (CapsNet) and convolutional long short-term memory (ConvLSTM), which extracts the low-level features and combines them together with local space sequence information to form the high-level contextual features. In addition, a structured sparse $L_2,1$ constraint is imposed on sample generation to control the modes of data being generated and achieve more stable training. The experimental results on two real HSI data sets show that the proposed method can obtain better classification performance than the several state-of-the-art deep classification methods.

Index Terms—Capsule network (CapsNet), convolutional neural network (CNN), data augmentation, deep learning, generative adversarial network (GAN), hyperspectral image (HSI) classification.

I. INTRODUCTION

HYPERSPECTRAL images (HSIs) contain abundant spectral information in hundreds of spectral bands for each image pixel. With improved spatial resolution, HSIs can also present rich contextual structure information of imaged scenes. Generally, different land-cover materials have different spectral features, which can be used to distinguish ground objects. Therefore, HSIs have been widely applied in many areas [1], [2], such as agricultural monitoring, military surveillance, and environmental protection.

Over the last few decades, HSI classification is an increasingly hot research topic. Numerous classification methods, such as random forests [3], logistic regression [4], and support vector machine (SVM) [5]–[7], have been developed, which could provide a good solution to the lack of labeled data in an HSI analysis, which captures the data distribution and could present the ability of data to train a stable model for feature extraction of HSIs; otherwise, their performance will be limited. As well known, data annotation is very difficult and expensive for HSIs. The generative adversarial network (GAN) [11] proposed recently could provide a good solution to the lack of labeled data in an HSI analysis, which captures the data distribution and generates the simulated samples to augment the data sets. For instance, He et al. [12] proposed a semisupervised HSI classification method based on GAN, which is achieved by adding samples from the generator to the features and increasing the dimension of the classifier’s output. A new GAN-based HSI classification framework was proposed by Zhu et al. [13], which utilizes the theory of an auxiliary classifier GAN (AC-GAN) [14] and the CNN model to improve the final classification performance.

Although the GAN has shown its promising effectiveness from a variety of aspects, it also suffers from instability issues due to its adversarial idea [11]. To address the small-size sample issue, we propose a novel GAN, which can generate artificial samples for data augmentation to improve the classification performance. Specifically, a new loss function is defined by introducing a tradeoff parameter to balance the...
label and source losses, which can generate global coherent samples rather than specific coherent samples. Meanwhile, a structured sparse $L_{2,1}$ constraint is further added, which imposes a control on the mode and achieve a more stable training process. Moreover, a new discriminator is designed. On the one hand, capsule vector and dynamic routing mechanism [15] are employed to improve the feature representation ability and overcome the deficiency of position information loss in the existing CNN-based GAN models. On the other hand, considering that hyperspectral data is 3-D data cube that simultaneously has spatial structure and spectral sequence correlation, the convolutional long short-term memory (ConvLSTM) [16] is integrated into the discriminator for extracting this useful information. In addition, ConvLSTM can control the generator to impose the generated samples with contextual correlation and more similarity with real HSI data. By undertaking this integration, the proposed ConvLSTM capsule GAN (CCAPS-GAN) not only makes full use of generated artificial samples for data augmentation but also exploits more discriminative spatial–spectral features to improve the classification performance.

II. REVIEW OF GAN

GAN is a new model proposed by Goodfellow et al. [11], which contains a generative model $G$ and a discriminative model $D$. The generator $G$ aims to capture the potential distribution $p_{data}$ of real data and learns a new distribution $p_g$ of generative fake data, which is required to be as close as possible to the distribution $p_{data}$. The discriminator $D$ is used to estimate the distance between $p_g$ and $p_{data}$, which can determine whether the input samples are from the real data or not. $G$ and $D$ are simultaneously trained, and their parameters are alternately updated, as if they abide by the two-player min–max game with the value function $V(G, D)$. The objective function aims to solve the minimax problem represented as

$$\min_{G} \max_{D} V(G, D) = E_{x \sim p_{data}(x)} [\log D(x)] + E_{z \sim p_{g}(z)} [\log (1 - D(G(z)))]$$

(1)

where $E$ is the expectation operator, $x$ is the training data with the true data distribution $p_{data}$, and $z$ represents the noise variable sampled from distribution $p_{g}$. Through the adversarial and competition fashion of two networks, the discriminator will proceed constantly and effectively in the training process, rather than getting trapped into overfitting frequently with limited training samples.

III. PROPOSED CCAPS-GAN CLASSIFICATION FRAMEWORK

A. Proposed Loss Function

Despite the fact that AC-GAN [14] can be used in image classifications, its structure and loss function cause the generated samples having specific coherent with fake labels, which may degrade the classification performance. Here, we propose a novel classification framework by optimizing AC-GAN and the corresponding objective function is modified to consider the likelihood of the correct source or classes and to generate globally coherent samples rather than specific coherent samples. In the proposed network, every generated sample $x_{fake} = G(z)$ has a corresponding pseudolabel $c + 1$, which can be used for image classification. Specifically, the objective function can be written as

$$\min_{G} \max_{D} V(G, D) = E_{x \sim p_{data}(x)} [\log D(x)] + E_{x \sim p_{g}(z)} [\log (1 - D(G(z)))] + \lambda_1 (E_{x \sim p_{data}(x)} [\log D(x, c)] + E_{x \sim p_{g}(z)} [\log (1 - D(G(z, c + 1)))]$$

(2)

where $\lambda_1$ is a tradeoff parameter of label and source losses. $D$ is optimized to maximize (2). The generated fake samples with pseudolabel can be treated as augmented data that increase the number of training samples and prevent overfitting. The generated samples and real samples are used together by the underlying classifier to improve predictions on data sets. Note that minimizing (2) with $\lambda_1 = 0$ can perform unsupervised learning by ignoring the component of the loss that arose from class labels. Hence, the fake data generated by $G$ possess a more similar distribution with real data. The proposed loss function can be degenerated into the AC-GAN’s loss function when $D$ and $G$ are optimized with $\lambda_1 = 1$ and $\lambda_1 = -1$. In order to obtain higher quality samples with global coherence, the more structure along with a special cost function is added to the GAN latent space. Then, the structured sparse $L_{2,1}$ constraint is adopted in the discriminator, which forces the discriminator to be more stable during the training process. Therefore, the final objective function can be formulated as

$$\min_{G} \max_{D} V(G, D) + \lambda_2 L_{2,1}(D)$$

(3)

where $\lambda_2$ is the parameter for $L_{2,1}$ regularization. By using the structured sparsity, the proposed model resolves the mode collapse problem of GAN and improves the convergence of target distribution. Therefore, the proposed model can impose a control on the mode of data being generated and achieve more stable training as well.

B. Proposed Discriminator

In order to obtain better classification performance, a new discriminator architecture is designed, which integrates the capsule network (CapsNet) [15] with ConvLSTM [16] to improve the discriminant property of the model. Specifically, the proposed discriminator is based on CapsNet that is composed of many capsule neurons, which overcomes the deficiencies of the existing CNN-based models. Each capsule contains the vectors of instantiation parameters instead of the classical scalar outputs, which characterize the input data with highly abstract features and their corresponding instantiation parameters. Meanwhile, the dynamic routing agreement is adopted between the PrimaryCaps and EntityCaps layers, which can reinforce correlation connections and reduce the uncorrelated connections. It not only retains all the underlying capsules but also considers the importance of each capsule, and therefore, the dynamic routing is more efficient than the maximum pooling. In this way, the features extracted by the discriminator become more informative, which can better characterize the HSI data.
and the special gate mechanisms enable it to extract the contextual features among the adjacent sequential data. As shown in Fig. 1, two-level ConvLSTM is deployed in the proposed discriminator. The final output of the high-level ConvLSTM layer is regarded as the final contextual features, which is used to construct primary capsule neurons. Thus, high-level capsule neurons (i.e., EntityCaps) can improve the classification performance by incorporating both sequence contextual information and spectral–spatial information. Moreover, the outputs of the high-level ConvLSTM and EntityCaps are together conveyed to the sigmoid classifier for capturing the distribution of real data. By undertaking this integration, we have some degree of control over the generator to impose the generated samples with contextual correlation and more similarity with real data.

Fig. 1 shows the architecture of the generator and discriminator in the proposed CCAPS-GAN framework. Specifically, CNN is still used as the generator, which accepts the noise as the input and generates artificial samples. The CCAPS-GAN is trained in the traditional way that the discriminator \( D \) and generator \( G \) are trained alternately. Then, the training of both \( G \) and \( D \) will converge when \( G \) can generate fake data that are most similar to real data and \( D \) cannot distinguish the fake data and real data.

**IV. EXPERIMENTAL RESULTS AND DISCUSSION**

To verify the effectiveness of the proposed method, experiments are conducted on two public hyperspectral data sets, i.e., “Indian Pines” and “University of Houston”. The Indian Pines data set with an image size of \( 145 \times 145 \) was collected by the AVIRIS sensor over northwestern Indiana in USA in June 1992. The whole scene consists of 200 bands (0.4–2.5 \( \mu \)m in wavelength range) with a spatial resolution of 20 m/pixel (mpp). Sixteen different land-cover classes are provided in the ground reference map, as shown in Fig. 2(b). The University of Houston data set was taken from an airborne sensor over the area of University of Houston campus and neighboring area, consisting of 349 \( \times \) 1905 pixels with 144 spectral bands (0.38–1.05 \( \mu \)m). Fifteen different land-cover classes are provided in the ground reference map, as shown in Fig. 3(b).

In the experiments, the average overall accuracy (OA), average accuracy (AA), kappa coefficient \( (\kappa) \), and the individual class accuracy are presented for quantitatively evaluating the proposed method after 10 runs with randomly selected 10, 20, 30, and 40 training samples from each class. Specifically, for the Houston data set, the training samples were randomly selected only from the training set.

**A. Parameter Analysis**

In this section, the proposed CCAPS-GAN method has four critical parameters (i.e., the sizes \( s \times s \) of local window, the sizes \( k \times k \) of convolutional kernel, the number \( M \) of feature maps, and the parameter \( \lambda_2 \) of structured sparse coefficient) that are required to tune. Experiments of parameter analysis on both data sets (i.e., Indian Pines and University of Houston) are performed with ten training samples per class. Tables I–III show the OA values of CCAPS-GAN under different parameters. First, from Table I, it can be seen that CCAPS-GAN can generate satisfactory performance when \( s \) is fixed to 27 for Indian Pines. For the University of Houston data set, 9 is a reasonable value for \( s \). Correspondingly, the optimal \( k \) is set as \{5, 5\} and \{3, 3\} at each convolutional layer. The main reason leading to the difference may be that the former represents a vegetation scenario containing large spatial homogeneity while the University of Houston data set is obtained from an urban area with small homogeneous regions. Furthermore, Table II shows that the optimal combinations of the number of feature maps are \{16, 32\} and \{32, 64\}, respectively, for Indian Pines and University of Houston. Finally, Table III lists the OAs of both data sets by using
TABLE IV
CLASSIFICATION WITH SPATIAL–SPECTRAL FEATURES ON THE INDIAN PINES DATA SET (TEN SAMPLES FOR EACH CLASS)

<table>
<thead>
<tr>
<th>Classifier</th>
<th>SVM</th>
<th>CNN-ELM</th>
<th>Bi-CLSTM</th>
<th>3-D-CNN</th>
<th>AC-GAN</th>
<th>CCAPS-GAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>OA(%)</td>
<td>69.71 ± 1.17</td>
<td>65.37 ± 2.33</td>
<td>61.91 ± 2.24</td>
<td>70.78 ± 2.89</td>
<td>68.04 ± 2.99</td>
<td>72.31 ± 0.5</td>
</tr>
<tr>
<td>AA(%)</td>
<td>79.16 ± 1.47</td>
<td>78.09 ± 2.09</td>
<td>75.52 ± 2.44</td>
<td>81.40 ± 1.56</td>
<td>80.32 ± 1.38</td>
<td>81.67 ± 1.17</td>
</tr>
<tr>
<td></td>
<td>≥ 100</td>
<td>65.83 ± 3.57</td>
<td>61.13 ± 2.50</td>
<td>57.33 ± 2.83</td>
<td>67.17 ± 3.20</td>
<td>64.04 ± 3.37</td>
</tr>
</tbody>
</table>

1. 95.83 ± 4.17 | 98.31 ± 1.20 | **100.00 ± 0.00** | 98.61 ± 2.78 | 97.92 ± 2.26 | 98.61 ± 1.53 |
2. 54.97 ± 7.01 | 38.93 ± 4.16 | 37.41 ± 1.14 | 55.36 ± 9.31 | 55.13 ± 8.60 | 53.13 ± 8.90 |
3. 61.31 ± 5.05 | 46.68 ± 4.76 | 39.09 ± 9.66 | 64.02 ± 13.43 | 62.04 ± 13.43 | 67.08 ± 6.77 |
4. 78.41 ± 4.5 | 72.80 ± 3.98 | **81.20 ± 2.73** | 75.99 ± 11.06 | 74.78 ± 5.10 | 71.14 ± 11.67 |
5. 68.50 ± 6.31 | 72.67 ± 7.07 | 66.67 ± 10.22 | 72.67 ± 7.61 | 70.30 ± 8.91 | 68.09 ± 2.26 |
6. 71.04 ± 2.29 | 82.67 ± 2.54 | 74.77 ± 3.87 | 68.58 ± 3.87 | 70.03 ± 4.31 | 68.23 ± 7.26 |
7. 100.00 ± 0.00 | 100.00 ± 0.00 | 99.02 ± 0.87 | 100.00 ± 0.00 | 100.00 ± 0.00 | 100.00 ± 0.00 |
8. 94.44 ± 4.95 | 100.00 ± 0.00 | 97.79 ± 1.86 | 95.73 ± 6.08 | 93.48 ± 3.58 | 95.58 ± 4.01 |
9. 100.00 ± 0.00 | 100.00 ± 0.00 | 100.00 ± 0.00 | 100.00 ± 0.00 | 100.00 ± 0.00 | 100.00 ± 0.00 |
10. 64.79 ± 2.75 | 55.46 ± 5.79 | 53.40 ± 11.85 | **70.11 ± 2.51** | 67.62 ± 4.50 | 69.31 ± 3.39 |
11. 63.18 ± 5.43 | 62.15 ± 6.07 | 61.83 ± 7.78 | 63.45 ± 2.02 | 53.62 ± 8.94 | **71.13 ± 2.58** |
12. 75.69 ± 7.14 | 58.92 ± 6.18 | 48.43 ± 9.75 | 70.33 ± 4.76 | 62.78 ± 8.65 | **77.13 ± 3.63** |
13. 94.49 ± 2.77 | **98.59 ± 0.56** | 93.16 ± 6.21 | 96.28 ± 1.75 | 98.21 ± 1.07 | 98.03 ± 1.23 |
14. 81.63 ± 5.00 | 84.00 ± 1.29 | 83.16 ± 7.17 | 86.04 ± 5.37 | **90.04 ± 6.12** | 85.30 ± 3.13 |
15. 90.29 ± 2.85 | 80.05 ± 4.75 | 65.98 ± 6.23 | 86.17 ± 4.32 | **90.36 ± 7.68** | 84.07 ± 1.70 |
16. 90.66 ± 8.75 | 96.99 ± 2.48 | 100.00 ± 0.00 | 99.10 ± 1.15 | 100.00 ± 0.00 | 99.03 ± 1.10 |

Fig. 2. Comparison of classification results on Indian Pines. (a) Pseudocolor image. (b) Ground-truth map. (c) SVM (69.71%). (d) CNN-ELM (65.37%). (e) Bi-CLSTM (61.91%). (f) 3-D-CNN (70.78%). (g) AC-GAN (68.04%). (h) Proposed (72.31%).

Fig. 3. Comparison of classification results on the University of Houston. (a) Pseudocolor image. (b) Ground-truth map. (c) SVM (62.23%). (d) CNN-ELM (64.20%). (e) Bi-CLSTM (51.52%). (f) 3-D-CNN (67.60%). (g) AC-GAN (68.43%). (h) Proposed (70.69%).

Fig. 4. Average OA of all compared methods under different training samples. (a) Indian Pines data set. (b) University of Houston data set.

CCAPS-GAN with different $\lambda_2$ values, which included the ablation experiment (i.e., $\lambda_2 = 0$). Obviously, the highest OAs are achieved by setting $\lambda_2 = 0.001$ for both data sets. It is worth noting that the $L_{2,1}$ regularization will restrict the classification accuracy when $\lambda_2$ is large enough.

B. Experimental Results and Analysis

The proposed method is compared with five state-of-the-art HSI processing and classification methods, i.e., SVM [5], CNN-ELM [9], bidirectional-convolutional long short-term memory (Bi-CLSTM) [17], 3-D-CNN [8], and AC-GAN [13]. The SVM classifier with an radial basis function (RBF) kernel is used as the baseline method. The 3-D-CNN method is currently popular for HSI feature extraction and classification. Thus, it is essential to exhibit the performance comparison with 3-D-CNN. In addition, the comparison between the proposed method and the AC-GAN method can verify whether the CCAPS-GAN model can improve the classification performance of the original GAN.

Table IV lists the classification accuracies of different methods on the Indian Pines data set. Obviously, the proposed framework achieves the best classification performance among all considered methods in terms of OA, AA, and $\kappa$. Specifically, for the small training samples, the proposed method performs better than the original AC-GAN. The main reason is that the proposed method considered spatial correlation and spectral continuity of HSIs, which makes the generated samples more similar to the real data and efficiently augments the classification network. Moreover, compared with 3-D-CNN and Bi-CLSTM, the proposed method extends a traditional GAN framework with the designed CapsNet discriminator and the updated GAN objective function, which can control the generation of samples and improve the classification performance with a small number of training samples. Fig. 2 shows the classification results of the Indian Pines data set obtained by all considered methods. It can be observed that our method provides better results than others (such as the region marked by the white ellipses).

For the University of Houston data set, a comparison of the proposed method with other ones is shown in Table V. It is
obvious that the proposed framework significantly outperforms other considered methods in terms of OA, AA, and $k$. Fig. 3 shows the visual classification results of the University of Houston. As illustrated, CCAPS-GAN exhibits a more smooth map, especially in the area marked by the white ellipses. Despite the fact that the performance of all methods was obtained under few labeled training samples, the proposed method yields less standard deviation in terms of OA, AA, and kappa coefficient in Tables IV and V. As such, by using the structured sparsity, the proposed model resolves the mode collapse problem of GAN and achieves more stable results.

As shown in Fig. 4, the classification performance of all the considered methods with different numbers of training samples is further investigated. It can be seen from both figures that the proposed CCAPS-GAN performs the best for all the cases of 10–40 training samples per class, indicating that it can ensure the quality of the generated samples for data augmentation to improve the classification performance.

V. CONCLUSION

In this letter, a novel GAN-based deep learning framework has been proposed for HSI classification that can control generated samples for data augmentation to improve the HSI classification performance with limited real training samples. On the one hand, taking advantage of structured sparse $L_{2,1}$ constraint can impose a control on the mode of data being generated and achieve more stable training as well. On the other hand, by utilizing CapsNet and ConvLSTM, the proposed CCAPS-GAN framework can extract low-level features and combine them together with local space sequence information to form powerful high-level contextual features. The proposed method was evaluated on two well-known HSI data sets and compared with SVM, and several the state-of-the-art deep learning-based HSI classification methods. Experimental results have verified that CCAPS-GAN performs better on classification accuracy, and the model is more stable with few training samples.
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