Abstract—Anomaly detection is an important task in hyperspectral remote sensing. Most widely used detectors, such as Reed–Xiaoli (RX), have been developed only using original spectral signatures, which may lack the capability of signal enhancement and noise suppression. In this article, an effective alternative approach, fractional Fourier entropy (FrFE)-based hyperspectral anomaly detection method, is proposed. First, fractional Fourier transform (FrFT) is employed as preprocessing, which obtains features in an intermediate domain between the original reflectance spectrum and its Fourier transform with complementary strengths by space-frequency representations. It is desirable for noise removal so as to enhance the discrimination between anomalies and background. Furthermore, an FrFE-based step is developed to automatically determine an optimal fractional transform order. With a more flexible constraint, i.e., Shannon entropy uncertainty principle on FrFT, the proposed method can significantly distinguish signal from background and noise. Finally, the proposed FrFE-based anomaly detection method is implemented in the optimal fractional domain. Experimental results obtained on real hyperspectral datasets demonstrate that the proposed method is quite competitive.
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HYPERSPECTRAL imagery (HSI) comprises hundreds of contiguous spectral bands, which enables to distinguish different objects with subtle spectral difference [9], [16], [21]–[23]. Hyperspectral anomaly detection has drawn increasing attention due to its value in many applications, such as search and rescue operations. It is desirable for noise removal so as to enhance the discrimination between anomalies and background. Furthermore, an FrFE-based step is developed to automatically determine an optimal fractional transform order. With a more flexible constraint, i.e., Shannon entropy uncertainty principle on FrFT, the proposed method can significantly distinguish signal from background and noise. Finally, the proposed FrFE-based anomaly detection method is implemented in the optimal fractional domain. Experimental results obtained on real hyperspectral datasets demonstrate that the proposed method is quite competitive.

I. INTRODUCTION

The classic Reed–Xiaoli (RX) [5], [26] was developed using the Mahalanobis distance between the pixel under test and the background. Due to its simplicity and satisfying performance, it has become the benchmark of anomaly detection in HSI. Two typical versions are global and local RX [14], [19], which are different in background estimation. The local RX estimates the background statistics according to predefined local windows, and the global RX uses the entire image for background modeling [36]. Recently, there are some other representative detectors [12], [17], such as detections based on collaborative representation [13], low-rank and sparse representation [28], [30], [37], graph pixel selection [29], [38], etc.

The aforementioned methods are based on original reflectance spectrum. None of them consider a spectral transform, e.g., wavelet and curvelet, which have been investigated for HSI compression or classification [1], [25]. There are several advantages of using these transforms, such as noise suppression and spectral decorrelation. For hyperspectral remote sensing images, the imaging process from satellite or airborne sensors is affected by many factors, such as atmospheric conditions, variations of material surface, etc., which may be nonstationary. Nevertheless, fractional Fourier transform (FrFT) is well known to better handle nonstationary noise than the traditional Fourier transform (FT) [4], [6], which motivates us to employ FrFT for hyperspectral anomaly detection.

Actually, FrFT has been studied for remote sensing image analysis. Discrete FrFT was employed to estimate the chirp parameters in synthetic aperture radar (SAR) image [3]. FrFT-based feature extraction was developed for classification of single-look complex SAR images. In [35], the FrFT was adopted to reduce the impact of migration through resolution cell of ship target in inverse SAR. Furthermore, two-dimensional discrete FrFT was employed for pansharpening of multispectral image [27]. A spectral joint FrFT correlation was presented for hyperspectral target detection, where FrFT was utilized to measure the similarity between pixels under test and a few priori known target pixels [33]. However, when applying FrFT in these tasks, how to decide the fractional transform order keeps a critical problem. Thus, an indirect feature of signals in fractional domain, combining two successful components, i.e., FrFT and Shannon entropy, is introduced to solve this problem, which is defined as fractional Fourier entropy (FrFE) [34].

In this article, a novel FrFE-based hyperspectral anomaly detection (FrFE-RX) is proposed. First of all, FrFT is employed as preprocessing to exploit signal representation in an
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Fig. 1. Flowchart of the proposed FrFE-RX model for hyperspectral anomaly detection. In Part I, red lines indicate the spectral curves of current pixel. Only part of the tested transform orders \( p_1, p_2, \ldots, p_n \) are shown for simplification. Then, in Part II, the FrFE values of varying fractional order \( p_1, p_2, \ldots, p_n \) are presented for example. In Part III, the pixel in red box is the pixel to be researched.

intermediate domain including both reflectance spectrum and its FT information. Then, an FrFE-based method is developed to automatically determine an optimal fractional transform order using the extracted features, which makes no additional parameter for the proposed framework. Due to the benefits of FrFT, the proposed method can significantly distinguish signal from background and noise. Finally, the RX anomaly detection method is implemented in the optimal fractional domain. Experimental results validated with real hyperspectral datasets demonstrate the effectiveness of the proposed method. Compared with previous methods, the main contributions of the proposed FrFE-RX are summarized as follows.

1) It is the first time to employ FrFT for exploiting the signal representation in an intermediate domain including both reflectance spectrum and its Fourier domain information, which is beneficial for noise suppression and discrimination enhancement between anomalies and background in HSI.

2) An FrFE-based strategy is developed to automatically determine the parameter of FrFT. With a more flexible constraint, the proposed method can significantly distinguish signal from background and noise. Instead of scanning parameter and adjusting spatial features, the proposed detector directly computes FrFE to select an optimal transform order and discover the internal relationships of hyperspectral pixels in the optimal fractional domain.

The remainder of this article is organized as follows. The proposed framework is introduced in Section II. In Section III, experimental results and analysis are presented. Finally, Section IV summarizes with concluding remarks.

II. PROPOSED FrFE-BASED HYPERSONTRAL ANOMALY DETECTION

The FrFE-RX framework is designed to detect anomaly pixels by distinguishing signal from background in an optimal fractional Fourier domain (FrFD). The framework of the proposed FrFE-RX is illustrated in Fig. 1, which consists of following three parts:

1) multiple domain spectral feature extraction by FrFT (Part I);

2) optimal order selection by FrFE maximization (Part II);

3) RX detector for anomaly detection in the optimal FrFD (Part III).

A. Multiple Domain Spectral Feature Extraction by FrFT

As shown in Part I in Fig. 1, FrFT is first employed as preprocessing to exploit signal representation in an intermediate domain including both reflectance spectrum and its Fourier domain information.

Consider a three-dimensional HSI with resized samples \( \mathbf{X} = \{ \mathbf{x}_i \}_{i=1}^N \) in \( \mathbb{R}^d \), where \( N \) is the number of pixels and \( d \) is the number of spectral bands. In FrFT [4], the original spectrum (space) and frequency characteristics are varied when changing the fractional order. It can be viewed as a transform kernel function with a rotation of the original signal \( \mathbf{x} \) from the space-frequency plane to the transform plane. For each pixel \( \mathbf{x} \), its representation in FrFT domain is expressed as

\[
\mathbf{x}_p(u) = \left( \frac{1}{d} \right) \sum_{s=1}^{d} x(s)K_p(s, u) \tag{1}
\]

with the kernel

\[
K_p(s, u) = \begin{cases} 
A_\phi \exp \left[ j\pi \left( s^2 \cot \phi - 2su \csc \phi + u^2 \cot \phi \right) \right] \\
\quad \phi \neq n\pi \\
\delta (s - u), \phi = 2n\pi \\
\delta (s + u), \phi = (2n \pm 1)\pi 
\end{cases} \tag{2}
\]

where \( u \) and \( s \) are indices, \( n \) is an integer, \( p \) is the fractional order of FrFT, and \( \phi = p\pi/2 \) is the rotation angle. Here, \( A_\phi \) is calculated as

\[
A_\phi = \frac{\exp \left[ -j\pi \text{sgn} (\sin \phi)/4 + j\phi/2 \right]}{|\sin \phi|^{1/2}}. \tag{3}
\]

When \( p = 0 \), \( \mathbf{x}_p \) is the original spectrum (i.e., \( \mathbf{x} \)), and when \( p = 1 \), \( \mathbf{x}_p \) is the output of the traditional FT.

When implementing FrFT for each pixel, the essence is to integrate the information of original reflectance spectrum and its frequency domain simultaneously, as shown in Fig. 2. Fig. 2(b) and (c) illustrate the amplitude of FrFT when the fractional order \( p \) is 0.7 and 0.9, respectively. It is clearly seen that part of spectral
In Section II-A, the spectral features are extracted in multiple FrFDs. Both the original relative reflectance and amplitude of FrFT information can be used for anomaly detection. Fig. 3 further illustrates spectral discrimination between the original and the FrFT domain using two normal pixels and one anomaly pixel. It is apparent that Fig. 3(b) is more discernible than Fig. 3(a), with higher contrast. Fig. 3 confirms that the discrimination between background and anomalies is more obvious in the new spectral bands. Thus, anomalous pixels are more identifiable.

Furthermore, Fig. 4 illustrates spatial comparison of the 50th spectral band between the original and the FrFT domain using an experimental data to be introduced in the next section. Apparently Fig. 4(b) is much clearer than Fig. 4(a), with less noise and higher contrast. Figs. 2–4 confirm that noise suppression can be realized by the FrFT.

In the proposed framework, one of the most important steps is to automatically determine the fractional order (i.e., $p$) of FrFT. Motivated by aforementioned observations, a simple yet efficient FrFE-based strategy is developed to determine the fractional order $p$. Entropy measure, which reflects information contained in the produced spectral bands, is widely used for evaluation of image quality [32]. The Shannon entropy is defined as

$$E = \sum_{i=0}^{L-1} q_i \log(q_i)$$  \hspace{1cm} (4)$$

where $L$ represents gray levels and $q_i$ is the probability of the $i$th gray level. As the constraint of FT in traditional time–frequency domains, the Shannon entropy uncertainty principle has been discussed [2], [7]. The traditional Shannon entropy uncertainty is defined as

$$E(|x(u)|^2) + E(|x(s)|^2) \geq \ln(\pi e)$$  \hspace{1cm} (5)$$

where $x(u)$ is the FT of $x(s)$.

Here, to measure the enhancement of the discrimination between anomalies and background with varying fractional order, FrFE is introduced. Mathematically, Shannon entropy operator $E$ is implemented on the spectrums $X_p$ obtained by FrFT and the $p$ order FrFE is defined as

$$FrFE_p = E \cdot X_p.$$  \hspace{1cm} (6)$$

When FrFT was implemented over the hyperspectral images $X$, the entropy of each band in $X_p$ is computed and the FrFE of particular bands is obtained with order $p$.

It is expected that the value of $p$ is optimal if it produces the highest quality (i.e., clear with more detailed information) images that further enhance the discrimination between anomalies and background. The optimal $p$ is obtained when $E$ is the maximum. Similar to the traditional Shannon entropy uncertainty principle, the Shannon entropy uncertainty principle in two FrFT domains is the constraint of FrFT [10]:

$$E(|x_p(u)|^2) + E(|x(s)|^2) \geq \ln(\pi e |\sin(p)|)$$  \hspace{1cm} (7)$$
which shows that the Shannon entropy uncertainty principle in two fractional domains is connected with the transform order $p$. In addition, if $\sin(p) = \pm 1/\pi e$, the bound will be zero, i.e., the bound of Shannon entropy uncertainty principle in two FrFT domains can be zero, which provides the possible better selection in the FrFT domain for enhancing the discrimination between anomalies and background. Compared to Fourier entropy, FrFE order selection is more flexible and possible to maximize.

Then, the optimal fractional transform order can be obtained as

$$lp = \arg \max_p \text{FrFE}_p$$

s.t. $E\{|x_p(u)|^2\} + E\{|x(s)|^2\} \geq \ln(\pi e |\sin(p)|)$.

When FrFT was implemented over the hyperspectral images, the FrFE can be computed across particular bands. The maximum of FrFE is selected from all bands of the transformed images.

### C. Anomaly Detection in Optimal FrFD

With the optimal fractional transform order selected, the traditional RX method can be used to detect anomaly with the maximum discrimination between anomalies and background. Amplitude information (i.e., $X = |x_p(u)|$) is used as representative features in the FrFT domain, followed by the classic RX detector [14], [19]. The two competing hypotheses are given by

$$H_0 : X = n \text{ Anomaly is not present}$$
$$H_1 : X = as + n \text{ Anomaly is present}$$

where $a = 0$ under $H_0$ and $a > 0$ under $H_1$, respectively, $n$ represents the background clutter noise process, and $s$ is the spectral signature of the signal. The anomaly signature $s$ and background covariance $C_b$ are assumed to be unknown. Assume an anomaly pixel $X$ as the observation test vector, the result of the RX method is described as

$$r(X) = (\hat{X} - \hat{\mu}_b)^T \hat{C}_b (\hat{X} - \hat{\mu}_b)$$

where $\hat{C}_b = \frac{1}{N} X_b X_b^T$ is a $d \times d$ covariance matrix of the amplitude of FrFT-transformed $X$, and mean vector $\hat{\mu}_b = \sum_{i=1}^{N} \hat{X}_i$. The output $r(X)$ is compared with a prescribed threshold $\eta$. The pixel is claimed to be an anomaly if $r(X) > \eta$, otherwise, it is a background pixel. The proposed FrFE-RX anomaly detection algorithm is summarized in Algorithm 1.

### III. EXPERIMENTATION RESULTS AND ANALYSIS

In this section, experimental results are presented to illustrate the effectiveness of the FrFE-RX model for hyperspectral images anomaly detection. All the programs are implemented using MATLAB language in a personal computer equipped with Windows 7 and Intel Core i7-6700 CPU @ 3.40 GHz with 16 GB RAM.

#### A. Experimental Data

In our experiments, several real hyperspectral images are utilized to demonstrate the effectiveness of the proposed method in anomaly detection.

<table>
<thead>
<tr>
<th>Images</th>
<th>Captured place</th>
<th>Resolution</th>
<th>Sensor</th>
<th>Fight time</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-1</td>
<td>Los Angeles</td>
<td>7.1 m</td>
<td>AVIRIS</td>
<td>11/9/2011</td>
</tr>
<tr>
<td>A-2</td>
<td>Los Angeles</td>
<td>7.1 m</td>
<td>AVIRIS</td>
<td>11/9/2011</td>
</tr>
<tr>
<td>A-3</td>
<td>Los Angeles</td>
<td>7.1 m</td>
<td>AVIRIS</td>
<td>11/9/2011</td>
</tr>
<tr>
<td>A-4</td>
<td>Gulfport</td>
<td>3.4 m</td>
<td>AVIRIS</td>
<td>7/7/2010</td>
</tr>
<tr>
<td>B-1</td>
<td>Cat Island</td>
<td>17.2 m</td>
<td>AVIRIS</td>
<td>9/12/2010</td>
</tr>
<tr>
<td>B-2</td>
<td>San Diego</td>
<td>7.5 m</td>
<td>AVIRIS</td>
<td>11/16/2011</td>
</tr>
<tr>
<td>U-1</td>
<td>Texas Coast</td>
<td>17.2 m</td>
<td>AVIRIS</td>
<td>8/29/2010</td>
</tr>
<tr>
<td>U-2</td>
<td>Texas Coast</td>
<td>17.2 m</td>
<td>AVIRIS</td>
<td>8/29/2010</td>
</tr>
<tr>
<td>U-3</td>
<td>Gainesville</td>
<td>3.5 m</td>
<td>AVIRIS</td>
<td>9/4/2010</td>
</tr>
</tbody>
</table>

### Algorithm 1: FrFE-RX Model.

**Require:** original image $X = \{x_i\}_{i=1}^{N}$

1: for all pixels $i = 1, \ldots, N$ do

2:  Step1: FrFT for multiple domain feature extraction

3:  For each test pixel $x_i$, its representation in fractional domains are obtained by 1.

4:  Step2: Order selection by FrFE maximization

5:  For each feature curve extracted in particular $p$ fractional domain, corresponding FrFE is computed by 6.

6:  Select the optimal fractional order $p$ to maximize the FrFE by 8.

7:  Step3: Anomaly detection in $p$ fractional domain

8:  For each test pixel $x_i$, its representation in the optimal $p$ order FrFT domain are obtained by 1.

9:  Anomaly probability of the tested pixel is obtained by 10.

10: end for

**Ensure:** anomaly detection map $r(X)$, optimal fractional transform order $p$.

1) SpecTIR Dataset: The first experimental data were derived from the SpecTIR hyperspectral airborne Rochester experiment [11]. An image area of $180 \times 180$ pixels with 120 bands and 1-m spatial resolution is selected for evaluation. Anomalies consist of man-made colorful square fabrics.

2) World Trade Center (WTC) Dataset: The second hyperspectral data were derived from the airborne visible infra-red imaging spectrometer (AVIRIS) over the WTC in New York [24]. An area of $200 \times 200$ pixels with 224 bands is selected for the following experiments, where latent fire at the WTC are anomalies. The location information, regarded as anomalies, was provided by the United States Geological Survey.

3) Urban Dataset: The third data were collected by the hyperspectral digital imagery collection experiment (HYDICE) sensor [20]. This urban scene consists of $80 \times 100$ pixels. The spatial resolution is approximately 1 m. 175 bands are remained after removal of water vapor absorption bands. There are 21 anomalous pixels, representing cars and roof.
TABLE II
BD, FrFE, AND AUC ANALYSIS WITH VARYING FRACTIONAL ORDER p

<table>
<thead>
<tr>
<th>SpecTIR</th>
<th>ABU-A-4</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Order</td>
<td>0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
<td>0.4</td>
<td>0.5</td>
<td>0.6</td>
<td>0.7</td>
<td>0.8</td>
<td>0.9</td>
<td>1.0</td>
<td>0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>BD</td>
<td>7.61</td>
<td>12.90</td>
<td>13.01</td>
<td>13.05</td>
<td>13.51</td>
<td>13.93</td>
<td>14.25</td>
<td>14.47</td>
<td>14.68</td>
<td>14.88</td>
<td>15.02</td>
<td>8.62</td>
<td>6.61</td>
<td>4.56</td>
<td>2.51</td>
</tr>
<tr>
<td>Entropy</td>
<td>5.68</td>
<td>5.69</td>
<td>5.64</td>
<td>5.61</td>
<td>5.63</td>
<td>5.74</td>
<td>5.81</td>
<td>5.92</td>
<td>6.02</td>
<td>6.10</td>
<td>6.01</td>
<td>6.31</td>
<td>6.41</td>
<td>6.47</td>
<td>6.53</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>WTC</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Order</td>
<td>0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
<td>0.4</td>
<td>0.5</td>
<td>0.6</td>
<td>0.7</td>
<td>0.8</td>
<td>0.9</td>
<td>1.0</td>
<td>0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
<td>0.4</td>
<td>0.5</td>
<td>0.6</td>
<td>0.7</td>
<td>0.8</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>Entropy</td>
<td>0.70</td>
<td>0.83</td>
<td>0.97</td>
<td>0.94</td>
<td>0.81</td>
<td>0.84</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
<td>95.07</td>
<td>97.27</td>
<td>97.48</td>
<td>97.77</td>
<td>97.60</td>
<td>97.85</td>
<td>98.12</td>
<td>98.25</td>
<td>98.62</td>
<td>97.59</td>
<td>92.12</td>
</tr>
<tr>
<td>AUC(%)</td>
<td>97.70</td>
<td>98.38</td>
<td>98.47</td>
<td>98.64</td>
<td>98.74</td>
<td>98.89</td>
<td>98.98</td>
<td>98.93</td>
<td>99.49</td>
<td>99.52</td>
<td>99.79</td>
<td>95.07</td>
<td>97.27</td>
<td>97.48</td>
<td>97.77</td>
<td>97.60</td>
<td>97.85</td>
<td>98.12</td>
<td>98.25</td>
<td>98.62</td>
<td>97.59</td>
<td>92.12</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>HYDICE Urban</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Order</td>
<td>0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
<td>0.4</td>
<td>0.5</td>
<td>0.6</td>
<td>0.7</td>
<td>0.8</td>
<td>0.9</td>
<td>1.0</td>
<td>0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
<td>0.4</td>
<td>0.5</td>
<td>0.6</td>
<td>0.7</td>
<td>0.8</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>Entropy</td>
<td>7.14</td>
<td>7.25</td>
<td>7.33</td>
<td>7.35</td>
<td>7.42</td>
<td>7.47</td>
<td>7.48</td>
<td>7.57</td>
<td>7.55</td>
<td>7.39</td>
<td>6.93</td>
<td>5.59</td>
<td>5.63</td>
<td>5.40</td>
<td>5.53</td>
<td>5.39</td>
<td>5.48</td>
<td>6.81</td>
<td>5.95</td>
<td>5.68</td>
<td>5.61</td>
<td>5.21</td>
</tr>
</tbody>
</table>

4) Airport-Beach-Urban (ABU) Dataset: The fourth data were sample hyperspectral images in the ABU dataset [12]. These images of size 100 × 100 are extracted from the AVIRIS website. Details of these images are listed in Table I.

B. Analysis on Features in FrFDs

In order to validate the proposed FrFE-RX, this section first analyzes the influence of different fractional orders on the FrFE and the performance of the proposed FrFE-RX method.

One of the most widely used metrics for anomaly detection evaluation is the receiver operating characteristic (ROC) area under the curve (AUC) metric. Table II illustrates AUC (%) and entropy values of varying fractional order p from 0.1 to 0.99 with an interval of 0.01. Means of different intervals (length 0.1) are listed for comparison. Generally, it is found that when changing p, a higher entropy always corresponds to a larger AUC value. Take the SpecTIR data for example, when the range of fractional order p is between 0.7 to 0.9, the AUC value can reach 99.9% or even larger. This is due to the fact that a higher entropy means better image quality, which increases the separability of anomalies and background.

Bhattacharyya distance (BD) is then employed to measure the separability of classes, where a larger value indicates better discrimination. Table II lists the results when p is changed from 0 to 1. Obviously, when p = 0.8, the highest BD value is obtained. Note that for the three experimental data, almost all the BD values are larger than those when p = 0 or p = 1, which further confirms that features in the FrFT domain are more discriminative in separation of anomalies and background.

1http://xudongkang.weebly.com/
2http://aviris.jpl.nasa.gov/
With all the aforementioned quantitative BD, FrFE, and AUC comparison under varying fractional order $p$, we can see obviously in Table II that an optimal fractional order of the example datasets leads to a larger BD, and the FrFT can produce a better AUC. When the range of fractional order is between 0.6–0.9, the BD values increase as well as the FrFE, which means corresponding growth of the discrimination between anomalies band background. Furthermore, the enhancement of discrimination leads to better detection performance measured by AUC.

### C. Detection Performance

In this section, the anomaly detection performance of the proposed FrFE-RX is evaluated. In our strategy, FrFT is mainly employed to exploit features from reflectance spectrum, followed by the Global-RX. Other feature extraction methods, such as discrete wavelet transform (DWT) [31] and spectral derivatives [18], are used for comparison, which are denoted as DWT-RX and Deriv-RX, respectively. All the detectors are implemented with optimal parameters. For DWT-RX, Haar wavelet and one-level decomposition are carried out according to our empirical study. For Deriv-RX, stable detection performance is obtained when the derivative step is set to 4.

Experiments are performed on the 12 datasets, and the optimal results of RX, Deriv-RX, DWT-RX, and FrFE-RX are reported in Figs. 5–7 according to the corresponding AUC performances. For each method, the AUC scores are presented in Table III. DFT-RX (i.e., $p = 1$) is also included, which fails for detection task, especially for the WTC data. There is no doubt that the proposed FrFE-RX has the largest value. The best scores are

<table>
<thead>
<tr>
<th>Experiments</th>
<th>Global-RX</th>
<th>DFT-RX</th>
<th>DWT-RX</th>
<th>Deriv-RX</th>
<th>FrFE-RX</th>
</tr>
</thead>
<tbody>
<tr>
<td>SpecTIR</td>
<td>99.14</td>
<td>99.23</td>
<td>99.68</td>
<td>99.80</td>
<td>99.91</td>
</tr>
<tr>
<td>WTC</td>
<td>97.70</td>
<td>95.92</td>
<td>98.02</td>
<td>98.82</td>
<td>99.49</td>
</tr>
<tr>
<td>Urban</td>
<td>98.55</td>
<td>97.57</td>
<td>98.98</td>
<td>98.73</td>
<td>98.14</td>
</tr>
<tr>
<td>ABU-Airport</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ABU-A1</td>
<td>82.21</td>
<td>83.29</td>
<td>86.45</td>
<td>84.50</td>
<td>90.81</td>
</tr>
<tr>
<td>ABU-A2</td>
<td>84.04</td>
<td>88.14</td>
<td>90.77</td>
<td>88.39</td>
<td>96.90</td>
</tr>
<tr>
<td>ABU-A3</td>
<td>92.88</td>
<td>86.23</td>
<td>98.73</td>
<td>91.57</td>
<td>94.24</td>
</tr>
<tr>
<td>ABU-A4</td>
<td>95.26</td>
<td>97.19</td>
<td>97.57</td>
<td>96.72</td>
<td>98.54</td>
</tr>
<tr>
<td>ABU-Beach</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ABU-B1</td>
<td>98.07</td>
<td>92.12</td>
<td>97.52</td>
<td>98.18</td>
<td>98.62</td>
</tr>
<tr>
<td>ABU-Urban</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ABU-U1</td>
<td>99.07</td>
<td>79.56</td>
<td>99.10</td>
<td>99.18</td>
<td>99.18</td>
</tr>
<tr>
<td>ABU-U2</td>
<td>99.46</td>
<td>99.08</td>
<td>99.45</td>
<td>99.48</td>
<td>99.62</td>
</tr>
<tr>
<td>ABU-U3</td>
<td>95.13</td>
<td>94.06</td>
<td>98.34</td>
<td>95.01</td>
<td>96.84</td>
</tr>
</tbody>
</table>
highlighted in bold for each images. As shown in Table III, the proposed FrFE-RX method achieves the best scores on most of the hyperspectral images.

By examining the detection maps visually, we find that the FrFE-RX tends to be more sensitive to the anomaly objects of different sizes, even though it does not involve multiscale processing as the DWT. For example, in Fig. 5(c), the anomaly objects in the sea can be well detected by the DWT-RX and FrFE-RX. However, the DWT-RX needs multiscale processing that blurs image edges and, thus, decreasing its detection accuracy. When compared with other anomaly detection methods, the major advantage of the proposed FrFE-RX is its discrimination between anomalies and background. The energy concentration of FrFT in the optimal FrFD greatly helps in detecting anomalies. In general, the detection maps are consistent with the AUC values listed in Table III, which indicates the competitive performance of the proposed FrFE-RX method for hyperspectral anomaly detection.

Fig. 8 illustrates ROC curves for the proposed FrFE-RX and other comparison methods. It is obvious that the proposed method always offers the best detection performance even when the probability of false alarm ($P_f$) is extremely low. Take the SpecTIR data for example, as shown in Fig. 9, when $P_f$ is 0.01, the probability of detection ($P_d$) is 100%, whereas others are less than 95%. As shown in Fig. 8(c), when $P_d$ is 95%, the probability of false alarm ($P_f$) is 0.02%, whereas others are higher than 0.05%.

Table IV further lists the statistical significance of performance difference between the proposed FrFE-RX and the other three detectors. For each comparison, standard error of an AUC is first calculated according to the Wilcoxon statistic, and the $Z$ value of a pair of methods is then calculated based on the difference between the AUC and the standard error. Note that $Z$ value larger than 2.58 means that two ROC curves are statistically different at the 99% confidence level, and when the calculated significance level (i.e., $p$ value) is less than 0.05, the two results
Fig. 8. ROC curves of anomaly detectors using experimental datasets. Detection performances of Global-RX, DFT-RX, DWT-RX, Deriv-RX, and proposed FrFE-RX are depicted. (a) SpecTIR. (b) WTC. (c) Urban. (d) ABU-A-4. (e) ABU-B-1. (f) ABU-U-2.

Fig. 9. Detection maps using the SpecTIR data when $P_f = 0.01$. (a) Global-RX: $P_d = 91 : 67\%$. (b) DWT-RX: $P_d = 94 : 44\%$. (c) Deriv-RX: $P_d = 91 : 67\%$. (d) FrFT-RX: $P_d = 100\%$.

TABLE IV

<table>
<thead>
<tr>
<th>FrFT-RX vs.</th>
<th>AUC(%)</th>
<th>Standard error</th>
<th>Z Statistic</th>
<th>P value (99% confidence)</th>
<th>Significant ?</th>
</tr>
</thead>
<tbody>
<tr>
<td>SpecTIR</td>
<td>0.78</td>
<td>0.00111</td>
<td>7.028</td>
<td>&lt; 0.0001</td>
<td>Yes</td>
</tr>
<tr>
<td>DWT-RX</td>
<td>0.24</td>
<td>0.00046</td>
<td>5.193</td>
<td>&lt; 0.0001</td>
<td>Yes</td>
</tr>
<tr>
<td>DWT-RX</td>
<td>0.12</td>
<td>0.00032</td>
<td>3.684</td>
<td>&lt; 0.0002</td>
<td>Yes</td>
</tr>
</tbody>
</table>

TABLE V

<table>
<thead>
<tr>
<th>Images (size)</th>
<th>Global-RX</th>
<th>DWT-RX</th>
<th>Deriv-RX</th>
<th>FrFe-RX</th>
</tr>
</thead>
<tbody>
<tr>
<td>SpecTIR (180 × 180)</td>
<td>0.23</td>
<td>34.19</td>
<td>0.26</td>
<td>2.10</td>
</tr>
<tr>
<td>WTC (200 × 200)</td>
<td>0.34</td>
<td>58.32</td>
<td>0.39</td>
<td>2.81</td>
</tr>
<tr>
<td>Urban (80 × 100)</td>
<td>0.07</td>
<td>4.27</td>
<td>0.08</td>
<td>0.69</td>
</tr>
<tr>
<td>Average ABU (100 × 100)</td>
<td>0.10</td>
<td>5.82</td>
<td>0.10</td>
<td>0.81</td>
</tr>
</tbody>
</table>

are statistically different. Thus, for most situations, the proposed FrFE-RX offers statistically significant improvement with the 99% confidence.

The computational complexity of the aforementioned anomaly detection methods is summarized in Table V. All the average run time in Table V are measured in seconds with
MATLAB implementation. As shown in Table V, the proposed anomaly detection method is very fast, taking about 0.69 s for the urban dataset. This is due to the selection of optimal fractional order that can be computed by FrFE maximization. Thus, the real application of the proposed FrFE-RX will be a relatively easy task.

IV. CONCLUSION

In this article, an interesting FrFE-based hyperspectral anomaly detection was proposed. First, FrFT was implemented to exploit effective representation in an intermediate domain including both the original reflectance spectrum and its FT information. Furthermore, the proposed FrFE-based method can automatically estimate an optimal fractional order, which resulted in no additional parameter in the proposed framework to be tuned. Experiments with 12 real hyperspectral data demonstrated that by using the FrFT, discrimination between anomalies and background is enhanced. When compared with other transforms for anomaly detection, the proposed method can outperform.
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